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Abstract: Grammar constitutes a vital component of language proficiency, and mastering it is crucial for English majors. This 
study designed and developed a set of twenty multiple-choice grammar questions to assess undergraduate English majors. Test 
analysis revealed that students demonstrated generally sound grammar skills with a solid foundation. However, the reliability 
of the test items was found to be low. Additionally, an item analysis was conducted. Future research can build upon this test to 
refine it, thereby more effectively evaluating the English grammar proficiency of English majors.
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1. Introduction
For English majors, grammatical competence may constitute a vital component of their overall language proficiency. 
Grammar is defined as the structural and semantic framework underlying sentences and discourse[1]. It enables learners 
to organize and arrange information more effectively[2]. Grammatical proficiency represents a crucial skill for Chinese 
students[3]. This study developed a set of grammar test questions. The test comprises 20 items designed to help students 
achieve the B1 language proficiency level according to Common European Framework of Reference (CEFR) for 
Languages. The test exclusively employs multiple-choice questions, requiring examinees to select the correct answer from 
provided options. Multiple-choice scoring is objective; such questions are valid when they elicit instances of execution that 
yield inferences useful for testing purposes[1]. This paper is structured into six sections: Introduction, Test Specifications, 
Administration, Test Analysis, Item Analysis, and Conclusions. These analyses aim to provide guidance for subsequent test 
design. 

2. Test specification
2.1. Test Design and item description
The concrete details about test design and item design are shown in Table 1.
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Table 1. Test design and item descriptions

Section Details

Test purpose This test is designed to evaluate learners’ grammatical competence, focusing on their ability to recognize and 
apply correct grammatical forms in practical contexts, including: Morphosyntax (e.g., word order, tense, articles); 
Contextual language use (e.g., coherence, pragmatic tone); Error recognition and correction.

Test format Type: Multiple-choice format.
Number of Items: 20 questions (10 selection Items + 10 error identification Items).
Duration: 30 minutes.
Delivery Mode: Online Test.

Test content Word order, coherence, prepositions, verb tenses, modal verbs.
Tone and negotiation in dialogue.
Relative pronouns, measure words, phrasal verbs.

Item descriptions Multiple Choice Questions: This section contains ten sentences or dialogues. Below each sentence or dialogue are 
four options labeled A, B, C, and D. Select the option that best completes the sentence or answers the question.
Error Identification Questions: This section contains ten sentences. Below each sentence are four options labeled A, 
B, C, and D. Select the option containing a grammatical error.

Item specifications Question Type: Multiple-choice questions with four options.
Question Length: Each question consists of one to two sentences.
Distractors: Options that appear plausible but are incorrect, designed to test common learner errors.
Suitable Level: Intermediate to upper-intermediate (CEFR levels B1–B2).

2.2. Scoring criteria
The test answers are objective questions in a multiple-choice format. Scoring is based on a pass/fail system, as each 
question has only one correct answer. Incorrect answers receive a score of “0,” while correct answers receive a score of “1”[4]. 
Therefore, each correct answer is worth 1 point, with a maximum total score of 20 points.

2.3. Rubrics
We designed a rubric for assessing students’ test performance and the details are shown in Table 2.

Table 2. The rubric for assessing students’ test performance

Score Range Category Description

18–20 Excellent Demonstrating near-perfect understanding of grammatical concepts, with few to no errors.

15–17 Good
Demonstrating a solid grasp of grammar, though occasional minor errors indicate there is still room for 
improvement.

10–14 Pass Mastering basic grammar, but with some difficulty applying it in complex contexts.

Below10 Failed Lacking mastery over key grammatical concepts, frequent errors, and limited ability to apply rules.

3. Administration
This project invited 29 undergraduate English majors from a university in southern China to participate in a 30-minute 
online test. Prior to the test, it was confirmed that they had recently studied grammar or taken grammar courses. If they felt 
unwell during the test, they could stop at any time. The testing platform displayed a timer, and upon time expiration, the 
system automatically locked the submission function. The system issued a reminder five minutes before the test ended and 
automatically recorded and saved all responses when time ran out. All participants completed the test within the allotted 
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time, and all test results were valid.

4. Test analysis
4.1. Mean, median, and mode
The average score of 14.4 indicates a solid grasp of grammatical concepts. The median score of 15 suggests that half of 
the students achieved 15 points or higher. The close proximity of this value to the mean indicates a relatively symmetrical 
distribution, with no significant skew caused by extreme values. The most frequent score was 17, indicating that a 
significant portion of students performed above average.

4.2. Reliability
Reliability refers to the measurement of internal consistency[5]. We employed SPSS 30.0 to examine the internal 
consistency of the test items. The Cronbach’s alpha coefficient for this test was 0.55, below the conventional threshold 
for high-risk assessments. However, given the exploratory nature of this study and the limited number of items (20), this 
value remains a viable reference for item-level analysis. Consequently, subsequent analyses of item validity, difficulty, 
discrimination, and interference were conducted to identify problematic items and propose revisions.

4.3. Validity
4.3.1. Construct validity
Construct validity refers to “the vertical correspondence between a construct which is at an unobservable, conceptual level 
and a purported measure of it which is at an operational level”[6]. First, the test is explicitly designed to assess syntactic 
competence by focusing on three core domains: morphological syntax, contextual application, and error recognition. The 
first domain covers word order, tense, and articles; the second includes coherence, relative pronouns, and pragmatic tone; 
while the third area emphasizes identifying and correcting common grammatical errors. The alignment between test design 
and construct ensures precise measurement of grammatical knowledge. Second, construct validity is further demonstrated 
through diverse test tasks. The 20 multiple-choice questions are divided into two types, ensuring the test evaluates both 
recognition ability and error-correction ability, thereby capturing different dimensions of grammatical competence. Third, 
the test comprehensively covers key grammatical domains: word order (Task 14), tense (Task 16), articles (Task 15), modal 
verbs (Task 18), and coherence/pragmatics (Task 2). The scope of grammatical structures aligns closely with the theoretical 
framework of grammatical competence, effectively enhancing construct validity. This grammar test demonstrates high 
construct validity by precisely measuring grammatical proficiency through diverse tasks aligned with both theoretical and 
practical dimensions.

4.3.2. Content validity
Content validity refers to the extent to which a measurement tool “covers” the target concept[5]. First, the explicit purpose 
of this test is to assess learners’ grammatical competence, with particular emphasis on identifying and applying correct 
grammatical forms in practical contexts. This objective is achieved through the following dimensions: morphological 
syntax (including word order, tense usage, articles, and agreement); contextual grammar (including pragmatic tone, 
coherence, and relative pronouns); and error recognition (focusing on common grammatical pitfalls). This comprehensive 
focus ensures high alignment between the test and its objectives, encompassing both theoretical knowledge and practical 
application. Second, the test demonstrates robust content validity, with all tasks closely aligned to the testing objectives 
and covering multiple grammatical dimensions, such as morphosyntax and pragmatic intonation. While comprehensively 
covering a broad range of grammatical areas, it provides clear and actionable feedback. The test content is divided into two 
sections: multiple-choice questions and error identification questions. The first section emphasizes morphosyntax (e.g., 
word order and adverb placement) and contextual grammar (e.g., relative pronouns and measure words), as demonstrated 
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in Task 1 and Task 8. The second section focuses on common error types, such as preposition usage, subject-verb 
agreement, and tense issues, as seen in Task 11 and Task 16.

5. Item analysis
The item analysis in this study (including item facility analysis, item discrimination analysis, and item distractor analysis) 
was conducted using Excel’s built-in formulas rather than statistical software such as SPSS. This method yields results 
equivalent to traditional CTT analysis methods while facilitating item-by-item inspection and transparent presentation of 
findings.

5.1. Item difficulty/facility analysis
The item difficulty/facility assessment system is used to determine whether a project is simple or difficult[7]. In this study, 
the difficulty index p is calculated using an Excel formula, specifically the ratio of the number of correct answers to the 
total number of participants. The results are shown in Table 3.

Table 3. The difficulty distribution analysis results about items

Difficulty Distribution Items

P-value ≥ 0.7 Easier items
3, 7, 8, 9, 11, 12, 14, 
15, 16, 17, 18, 19, 20

0.4 ≤ P-value < 0.7 Medium difficulty items 1, 2, 5, 6, 13

P-value < 0.4 Difficult items 4, 10

The difficulty of the questions (as reflected by their P-values) indicates the complexity of the question design, but 
it is also influenced by the characteristics of the respondent group[8]. Thirteen questions (65% of the test) were relatively 
easy for students. These questions primarily assessed basic grammar knowledge, such as fundamental verb agreement or 
common sentence structures. While such questions can boost student confidence, they may not sufficiently challenge top-
performing students. Another 5 questions (25% of the test) were classified as medium difficulty. These questions strike 
a balance between challenge and accessibility, focusing on intermediate grammar skills. Such questions are crucial for 
identifying the average student ability level and ensuring test balance. The remaining two questions (10% of the test) 
are considered high difficulty. These pose challenges for most students, involving complex grammatical rules (such as 
conditional clauses or advanced sentence structures) or obscure concepts. While effective at identifying advanced learners, 
these questions require careful review to ensure fairness. Among the easiest questions, nearly all students answered 
Questions 12, 14, 15, and 20 correctly, indicating solid mastery of fundamental grammar rules. Conversely, only about 
28% of students answered Question 4 correctly, and 34% answered Question 5 correctly. These two questions involved 
less common grammar rules, effectively distinguishing between different proficiency levels.

5.2. Item discrimination analysis
The discrimination index in this study was calculated using the point-biserial correlation coefficient (rpb)[9], which 
measures the correlation between an item’s score (0/1) and the total test score (excluding that item). The results are shown 
in Table 4.
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Table 4. The item discrimination analysis results about items

Pt-Biserial Classification Items

rpb > 0.3 1, 5, 6, 7, 9, 11, 12, 14, 16, 18, 19, 20

0 < rpb ≤ 0.3
2, 3, 4, 10, 13, 17

rpb < 0 8, 15

Matlock-Hetzel emphasized the importance of test item discrimination, noting that high-quality test items should 
effectively distinguish between high-scoring and low-scoring examinees, thereby ensuring the test accurately assesses 
examinees’ abilities or knowledge levels[8]. Item discrimination (two-column correlation coefficient) measures a test item’s 
ability to distinguish high-scoring students from low-scoring ones. Items 1, 5, 6, 7, 9, 11, 12, 14, 16, 18, 19, and 20 were 
classified as high-discrimination items, effectively differentiating high-scoring students from low-scoring ones. Items 2, 
3, 4, 10, 13, and 17 were classified as having moderate discrimination. These items possess limited discrimination ability, 
meaning they may not effectively distinguish between students of different proficiency levels. They may involve simpler 
grammar rules or lower difficulty. Items 8 and 15 were categorized as having negative discrimination. For example, 
Item 8 exhibited slight negative discrimination, indicating that academically stronger students found it more difficult to 
understand than academically weaker students.

5.3. Item distractor analysis

Figure 1. The item distractor analysis results about items

The Distractor Efficiency (DE) of multiple-choice questions (MCQs) options is a component of psychometric 
analysis, through which examiners evaluate the credibility and functionality of distractors[10]. Distractors are categorized 
into two types: functional distractors and non-functional distractors. Functional distractors attract low-scoring students 
while high-scoring students avoid them. As shown in Figure 1, in item 6, option D attracted 4 students with conceptual 
misunderstandings, while the correct answer C dominated among high-scoring groups. Non-functional distractors 
are rarely or never selected, indicating a lack of plausibility. For instance, in Item 3, option A received no selections, 
suggesting it was either obviously incorrect or irrelevant to the question. In Question 1, 18 students selected the correct 
answer C, demonstrating its dominance. However, option A attracted 7 students, indicating partial validity; 3 students 
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chose B, suggesting its limited effectiveness. Furthermore, only 1 student selected D, necessitating revision of this option. 
In Question 6, 15 students selected the correct answer C, while no one chose option A, confirming its invalidity. Option D 
attracted 4 students, successfully testing a common misconception. Finally, in Question 15, 27 students selected the correct 
answer C, while only 1 chose A, suggesting this option may confuse even high-scoring students. Only 1 student selected 
D, indicating its limited distractor effect.

6. Conclusion
In terms of test analysis, this set of questions demonstrates strong construct validity and content validity. The mean and 
mode indicate that the tested group possesses strong overall learning abilities. Regarding item analysis, difficulty analysis 
shows that this grammar test effectively assesses students’ proficiency levels, highlighting strengths while identifying 
areas for improvement. In terms of item discrimination analysis, this analysis highlights both the strengths and weaknesses 
of grammar testing for English majors in China. By revising problematic items and fully leveraging high-discrimination 
items, future tests can achieve higher validity and reliability. Furthermore, the analysis of distractors indicates that while 
most items and their distractors function effectively, there is room for improvement in matching distractors with common 
student errors, enhancing clarity of wording, and ensuring balanced difficulty levels. Additionally, this test has limitations 
in item difficulty design, such as imbalances in item difficulty. Future item design can build upon this foundation for 
enhancement.

Appendix: Test items
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